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Sign language corpus community > standardisation

Spoken/text 
corpora like 
the BNC

Sign 
language
corpora

Large collection of spoken, written or 
signed language data, with associated 
metadata

Maximally representative (as far as 
possible) of the language and its 
users

Machine-readable form (not yet!) 

Machine-readability requires annotation!

Modern linguistic corpus
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1 Introduction
Very few attempts have been made so far to create end-
to-end systems for continuous sign language translation
[2]. Translation of sign languages to written form is a
significant step towards bridging the gap between deaf
and hearing communities as there is no uniform stan-
dard for writing sign languages established so far [3].
Our work so far has utilised two datasets. The first
is the NGT Corpus1 for training stacked LSTMs to
classify isolated signs and the second is the The BSL
Corpus2 for sign language modelling.
In this paper we show the work done so far that will be-
come integrated into a system that will translate from
The British Sign Language into English.

2 Methodology

(Figure a) (Figure b)

(a) Feature extraction

example with openpose

identifies body parts,

such as shoulders, pha-

langes, etc.

(b) T1-T5 are centroids

of hand contour from

Figure a) for 5 frames,

H1 and H2 are height and

width of the minimum

bounding box

Feature Extraction from Video: Standard cam-
era is used and features are extracted with the open-
pose library3 [1]. On Figure a), the features identify
body parts.
Segmentation of Signing Video: Hand features

from Figure a) are used to find trajectory using cen-
troids all hand points for the period of 5 frames (T1-
T5 on Figure b)). Later, the minimum bounding box
is calculated for the resulting trajectory (black rectan-
gle on the figure). At the end, the longest side of the
bounding box (either H1 or H2 from the figure) is taken
to decide whether the segment is motion epenthesis or
a part of the sign.
Segmented Video Classification: Isolated sign

language recognition is done by using Tensorflow4-
trained deep neural model. The model is trained with
the outputs from the openpose library and after the
segmentation. The network, composed of three stacked
LSTM layers and is trained o✏ine with the objective
function set to categorical cross entropy and the opti-
mizer set to resilient backpropagation with the adap-
tive learning rate.

1
http://www.ru.nl/corpusngten/

2
http://www.bslcorpusproject.org/

3
https://github.com/CMU-Perceptual-Computing-Lab/openpose/

4
https://www.tensorflow.org/

Transfer Learning for Language Modelling:
Stacked LSTMs with adaptive learning rate are used
for sign language modelling. Since the data available
from The BSL corpus is not su�ciently large for sta-
tistical language modelling, the model has been pre-
trained on the Penn Treebank (PTB) dataset and then
finetuned on the sentences, extracted from The BSL
corpus.

3 Results

Classes 10 20 30 40
Accuracy 0.999 0.972 0.983 0.807

Method BSL
Stacked LSTMs

(2-gram, Finetune)
20.86

Stacked LSTMs
(4-gram, Finetune)

21.97

Baseline >50

(Table a) Segmented

Video Classification

Results

(Table b) Transfer Learn-

ing Results

Segmentation of Signing Video: The epenthesis
detection, extracted from a single video of continuous
signing, returns start and end times of the epenthe-
sis interval, which is then compared to the annotated
ground truth. The method achieves F-score of 0.825.
Segmented Video Classification:
Table a) shows classification results with stacked
LSTMs applied on extracted features from openpose
library. The accuracy drops down as the number of
classes increases.
Transfer Learning for Language Modelling:
Table b) shows perplexity of the language model,
trained on Penn Treebank (PTB) dataset and fine-
tuned on the BSL corpus. The transfer learning
method gives more than double improvement in per-
plexity compared to the direct training of the model
on The BSL corpus (Baseline in Table b)).

4 Conclusion and Future Work
In conclusion, major components of a system, capa-
ble of performing translation from sign languages to
written languages have been identified, developed, and
evaluated individually. Next step is to integrate all the
components into an overall system and evaluate using
standard word error rate (WER) criteria.
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Conclusions
Research community Language community
1. Small-scale workshops and Digging-type 

grants have been highly instrumental for 
getting WEIRD researchers together, 
making them converge on methods

2. Expansion to the rest of the world highly 
urgent for linguistics

3. Small and fragile research groups in each 
country. Institutional embedding and 
support varies

4. A long way to go for this community (sign 
language linguistics)

1. Language communities are 
important, we study people

2. Ways to give back to these 
communities should be 
integrally funded, and not a 
‘valorization afterthought’

Outlook: no technology without data How does this apply to today’s project presentations?
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How does this apply to today’s project presentations?

Great teams!

Communities?

And here?


